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Background

• Transfer the knowledge from a heavy teacher to a 
lightweight student

• Minimize distillation loss between two predictions

Knowledge Distillation
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Background

• Control the discrepancy between two distributions
• Determine the difficulty level of the distillation task

Distillation Temperature
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Background

• Fixed temperature is sub-optimal
• Finding optimal temperature is time-consuming

Fixed Temperature
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Method
Overall pipeline

• Adversarial Learning for dynamic temperature
• Curriculum Training for Easy-to-hard learning
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Method
Adversarial Temperature Learning

Fixed T

Dynamic T
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Method

• GRL reverse the gradient of temperature module
• Update temperature module and student together

Adversarial Temperature Learning
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Method

• Easy-to-hard curriculum via scaling temperature gradient

Curriculum Temperature Training
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Method

• Increase learning difficulty by gradually increasing λ

Curriculum Temperature Training
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Method

• Global Temperature: one value for all stances
• Instance-wise Temperature: takes two predictions as input and 

outputs a temperature for all instances

Learnable Temperature Module
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Experiment  Quantitative Evaluation

Top-1 accuracy of the student network on CIFAR-100

Top-1 accuracy improvement when applied to existing distillation methods
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Experiment  Quantitative Evaluation

Comparison of global and instance-wise CTKD

• Global Temperature: no extra complexity
• Instance-wise Temperature: negligible extra complexity and 

better performance
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Experiment Curve Visualization

The learning curves of temperature during training

• Dynamic curriculum temperature outperforms the static method
• Temperature increase in the training process
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Experiment Curve Visualization

The curves of distillation loss during training

The adversarial distillation technique makes the optimization process 
harder than the vanilla method as expected
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Experiment Hyper-parameter Discussion

Two trends to hurt the distillation performance
• Directly start with a fixed high-difficulty temperature
• Increase temperature in a short time

Distillation performance under different Range of dynamic curriculum
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Conclusion

• Adversarially learn a Dynamic Temperature during the 
distillation process

• Organize the distillation task from easy to hard with the 
curriculum temperature training scheme
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Thanks!


