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BACKGROUND: Text-guided image manipulation
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Object-centric image editing
• Modify visual attributes of particular objects in the 

image, or change its style to match the given 

description.

• Related works

• ControlGAN

• ManiGAN

• TediGAN



BACKGROUND: Text-guided image manipulation
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Scene-level image manipulation
• Reorganize the composition of input image based on 

the given instruction.

• Related works

• GeNeVa

• TIM-GAN

• ASE



BACKGROUND: Text-guided image manipulation

10



BACKGROUND: GAN
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BACKGROUND: CoreNLP
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BACKGROUND: Transformer
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BACKGROUND: BERT
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METHOD

Overview
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Method

18

Localizer

• Identify the target object/location in �� based on the adverb ���� extracted from 

instruction � via CoreNLP.

• Achieved by performing cross modal attention between ����� (embedding of the location of 

interest encoded by a pre-trained BERT) and the feature map of ��, followed by a mask 

decoder to produce �.
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Localizer

• Objective

• ℒ��
� = ℒ�� ��� � � ⋅ ��  , ����  

• ℒ���
� = ℒ���  ��� �  1 − � ⋅ ��  , ���� 
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Image In-painter

• Given ��, �, �ℎ��� (extracted from � by pre-trained BERT), produce ��.
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Image In-painter
• Objective

• Adversarial loss

• ℒ���
� = ℒ���  1 − � ⋅ ��,  1 − � ⋅ �� 

• ℒ���
� = ℒ��� �  1 − � ⋅ �� , ���� 

• ℒ��
� = ℒ�� � � ⋅ �� , ��� 



Method

22

Cross-Modal Interpreter
• Authenticates the output image via 

factual/counterfactual descriptions.

• Learning from Factual/counterfactual Descriptions:

• Description template: There is a [OBJ][LOC]

• OBJ: the symmetry difference between reference 

image label set �� and target image label set ��.

• LOC: Adverb of the place of  �, extracted by CoreNLP.

• Authenticating Semantic Correctness of ��.
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Reasoner
• Produce the undo instruction for cross-modal 

cycle consistency.

• Purpose: minimizing the difference between �� 

and ����.

• Two learning tasks:

• ��, � to ��

• ��, ��, ���� to undo instruction �′

• Objective:

• ℒ� = ℒ�2� � ��
� ⊕��

� ⊕���� , � + ℒ�2� � ��
� ⊕

� , ��
� 
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EXPERIMENTS
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Datasets
• CLEVR: Created for multimodal learning tasks such as 

visual question answering, cross-modal retrieval, and 

iterative story generation. Synthesized version of CLEVR 

were considered(24 object categories, 28.1K/4.6K paired 

images with instructions)

• COCO: 118K real-world scene images. The subset with 

20 object categories(overlapped with Pascal-VOC) were 

used.



EXPERIMENTS

26

Qualitative Evaluation on CLEVR
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Qualitative Evaluation on CLEVR

• Image acc: whether the objects in the generated image match the labels of the target image.
• In-mask acc: whether the generated object in the masked part can be recognized by a pretrained 

classification model.
• In-terp. Acc: whether the generated image semantically matches its factual description via a 

cross-modal interpreter.
• RS: the manipulation correctness of the manipulation by applying the existing text-guided image 

retrieval method of TIRG.
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Qualitative Evaluation on COCO
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Qualitative Evaluation on COCO
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Ablation Studies
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CONCLUSION

• A Cyclic Manipulation GAN (cManiGAN) for target-free 

text-guided image manipulation. 

• Using localizer and in-painter to decide “where” and “how” 

to edit given image.

• Using cross-modal interpreter to enforces the authenticity 

and correctness of the output image.

• Using reasoner to provide additional pixel-level guidance.
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Thanks for listening!


