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ØDenoising diffusion probabilistic model
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Background



ØDenoising diffusion probabilistic model
• Forward process
• projection from original image to a Gaussian noise by adding Gaussian 

noise gradually

• Reverse process
• reversion of forward process, just as the name suggests
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ØDenoising diffusion implicit model
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Background

Graphical models for diffusion and non-Markovian inference models



ØDenoising diffusion implicit model
• Forward process
• Non-markovian forward process

• Reverse process
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ØRepresentation learning
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Encoder Decoder
Z

High-level semantics



ØRepresentation learning
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Background

Encoder Decoder

Local semantics



Method
ØTarget
• Learn a representation
• High-level semantics
• Allowing near-exact reconstruction
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Method
ØPipeline
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Method
ØDiffusion-based Decoder
• Generative process
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Method
ØDiffusion-based Decoder
• Noise prediction network

• Loss function
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Method
ØDiffusion-based Decoder
• Architecture
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Method
ØStochastic encoder
• Deterministic generative process backward
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Method
ØLatent DDIM
• Sampling with diffusion autoencoder
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Method
ØLatent DDIM
• Architecture
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Experiment
ØLatent code
• Latent code captures both high-level semantics and low-level 

stochastic variations
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Experiment
ØLatent code
• Latent code captures both high-level semantics and low-level 

stochastic variations
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Experiment
ØSemantically meaningful latent interpolation
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Experiment
ØAttribute manipulation
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Experiment
ØAutoencoding reconstruction quality
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Experiment
ØFaster denoising process
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Experiment
ØClass conditional sampling
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Experiment
ØUnconditional sampling
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Conclusion

29

• Autoencoder with near-perfect reconstruction
• Framework for learning semantic representation
• Simple solution for many real-image applications


