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Background

n Pretrain-finetune
n Finetuning the pretrained model with downstream data & labels

n Pretrain-prompt-predict
n No longer need finetuning

n Using prompting to predict
• E.g. Sentiment prediction. “I love this moive.”

• Prompt: “I love this moive. Overall, it was a [Z] moive.” We predict sentiment by [Z]
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Prompting



Background

n Learned prompt
n Human-designed prefix is time-consuming/not robust

n Learning a prefix with few-shot data
• “I love this moive. Overall, it was a [Z] moive.”

• “I love this moive.[P][Z].” [P] is tuned on the downstream data.
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Background

n CLIP
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Prompting in Vision



Background

n CoOp: Using learned prompt
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VQGAN



Method

n Prompting in NLP
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Method

n Prompting in NLPCV
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Overview



Method

n Prompting in NLPCV
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Overview



Method

n 88k unlabeled figures from Arxiv [Opensourced]
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Data



Method

n Based on MAE-VQGAN
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Network Structure



Experiment
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CV Tasks



Experiment
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CV Tasks



Experiment
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Synthetic Data



Experiment
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Synthetic Data



Experiment
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Comparing to Finetuning and 1-shot Segmentaion



Experiment
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Prompting Engineering



Experiment
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Prompting Engineering



Experiment
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Prompting Ensembling



Experiment
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Style/content Extrapolation



Conclusion

n The dataset is interesting and may be helpful

n Transferring ideas from NLP can benefit CV

n Combining pretraining models (MAE+VQGAN) may be helpful

n Visual prompting can be adapted to many vision tasks
n especially for some specific scenario
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