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Background

n Semi-Supervised Learning
n labeled data for supervised learning

n unlabeled data for unsupervised or pseudo supervised learning
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Background

n Semi-Supervised Learning
n Multiple Branches

n Unsupervised Contrast

n Uncertainty / Attention

n Co-training

n Re-balancing

n Correcting Network 
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n Motivation:
n Propose a simple and clean approach for SSS.

n Techniques
n Only Augmentations!

n Multiple branches

n Unsupervised Contrast

n Uncertainty/Attention

n Re-balancing

n Correcting Network 
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n Problem Definition:

n Labeled data

n Unlabeled data

n Optimization objective:
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n Problem Definition:

n Labeled data

n Unlabeled data

n Optimization objective:

Cross-Entropy
Loss Unsupervised 

Consistency Loss
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n Overview
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n ‘‘Weak ’’ and ‘‘Strong” Augmentations

n Weak aug. 

n Teacher branch

n Strong aug. 

n Student branch
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n Strong Augmentations (1/2)

n Random Intensity-based Augmentations

n Random distorting degree

n Random augmentation number
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n Strong Augmentations (2/2)

n Adaptive Label-aided CutMix

n Confidence Estimation

n Set it as the probability for CutMix
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n Strong Augmentations (2/2)

n Adaptive Label-aided CutMix

n CutMix based on confidence
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Experiments

n Main Results （1 / 2）
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Experiments

n Main Results （2 / 2）
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n Ablation Study
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n Qualitative Results
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n Review the proposed AugSeg framework
n Simple two-branch model architecture

n Weak-Strong augmentations

n SOTA performance only by augmentations
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n Comparison to the concurrent work UniMatch, CVPR 23
n Weak-Strong augmentations

n More augmentations
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Thanks!


