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Author

Boyang Zheng
•  Junior-year student, Shanghai Jiao Tong University
• Shanghai AI Lab, advised by Chao Dong.
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Author

Jinjin Gu
• Education Experience

• Ph.D. from the University of Sydney
• Supervised by Prof. Wanli Ouyang and Prof. Luping 

Zhou

• Research Interest
•  computer vision and image processing

• Cite 7866 (ESRGAN 四作)
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Background

• Pre-Trained Image Processing Transformer
• CVPR 2021
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Background

• Transweather: Transformer-based restoration of images 
degraded by adverse weather conditions

• CVPR 2022
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Background

• All-in-one Image Restoration for Unknown Degradations Using 
Adaptive Discriminative Filters for Specific Degradations

• CVPR 2023
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Unified Image Restoration and Enhancement 10

n Generative Diffusion Prior (GDP)

n A unified framework for multiple restoration and enhancement tasks.

n Use a pretrained unconditional image synthesis diffusion model as prior.

[7] Ben Fei, et al. Generative Diffusion Prior for Unified Image Restoration and Enhancement, CVPR, 2023



Unified Image Restoration and Enhancement 11

n Generative Diffusion Prior (GDP)

n A unified framework for multiple restoration and enhancement tasks.

n Use a pretrained unconditional image synthesis diffusion model as prior.

n Different degradation models learned during the sampling process.

[7] Ben Fei, et al. Generative Diffusion Prior for Unified Image Restoration and Enhancement, CVPR, 2023
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n Generative Diffusion Prior (GDP)
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Strength

• Take advantage of a frozen LLM for low-level vision
• No multi-modality data needed
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Strength

• Multi-modal LLM (MLLM )
• those that require an additional text-to-image module 
• those that do not

• Structure like VQGAN, every modal into tokens
• Training on massive multi-modal data
• Unified as next-token prediction
• Failing to provide a clear understanding of the capability of a LLM in processing 

visual features
• Only discuss the former
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Inspiration

• Current MLLMs are BLIND to Low-level Features
• Vision module in MLLMs often tend to capture high-level 

semantics but fail to maintain low-level details
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Framework
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Vision module choice

1.  The training objective of the vision module should be 
reconstruction
•  the encoded feature can be decoded back to pixel space

2. Trained in an unsupervised manner to avoid any multi-modal 
training
• If the encoder transformed image into text-like features, it becomes unclear 

whether the LLMis leveraging its powerful text processing abilities or it 
inherently has the capability to process other modalities (visual). 
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Vision module choice
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Masked Autoencoder (MAE)



Vision module choice
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Masked Autoencoder (MAE)
• Encoder frozen, finetune decoder
• Originally calculate the reconstruction loss solely on masked tokens



Framework

• An auto-regressive 
manner

• Trainable task token
• Two linear 

adaptation modules
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Framework

• An auto-regressive manner
• Trainable task token
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Experiment

• LLaMA2-7B instruct as base LLM for all experiments

• MAE-large for vision module

• LLAVA595K for degradation generation

• Main tasks: denoising, deblurring , pepper noise removal, 
deraining, mask removal

• MAE-r as removing LLM
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Experiment
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Experiment
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degraded

MAE-r
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Experiment
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• Auto Regression matters. 

• ViT-LLM generation: directly output 
curated image tokens in a single 
forward process



Experiment
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• Is the Linear Layer Doing the Task?

• Leaving only the linear adaptation 
module.



Experiment
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• Is the Linear Layer Doing the Task?

• Leaving only the linear adaptation 
module.

• Two linear layers tend to perform a 
scaled identity mapping even 
though they are not forced to do so.



Experiment
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• Does Text Pre-training Play an Important Role?



Experiment

30

• LLM vs Expert Models



Experiment
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• Failure case

• fails to align the visual tokens correctly



Limitation
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• Lack high-frequency 
details

• Could be improved by 
adding skip-connection or 
multi-modal data



Conclusion
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• Does a frozen LLM has the ability to accept, process, and output low-level 
features? 

• By designing a framework from bottom to top, give a positive answer, showing 
LLMs’ non-trivial performance on various low-level tasks. 
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Thanks for your listening!


