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Two stage pre-training
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BLIP2 Representation Learning Objectives
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[text prompt], the [subject text] is [subject prompt]"

BLIP2 Representation Learning Objectives
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 Generating training image pair
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n Subject-specific Fine-tuning and Inference

n Structure-controlled Generation with ControlNet

n Subject-driven Editing with Attention Control
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zero-sort subject-driven generation
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few-step fine-tuned subject-driven generation
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structure controled subject-driven generation
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subject-driven image editing with attention control
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n context-appearence entanglement

n failing to address the text prompt

n wrong spatial composition
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First author: PhD student in University of Science and Technology of China, 
major in cross-modal generation, object detection 
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1999-2002 Tianjin University, PhD, Signal and Information Processing
2002-2017 Researcher, Institute of Computing Technology, Chinese Academy of Sciences
Professor at the University of Science and Technology of China from 2017 to present

Research directions include multimedia content analysis, cybersecurity, and computational imaging.
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n Disentangle style and semantic representation of the reference image

n Injecting image style/semantic representation to different 

crossattention layers

n Established paired datasets

n Contributions
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n Injecting image style/semantic representation to different crossattention layers
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n Injecting image style/semantic representation to different crossattention layers
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n Establishing paired datasets

n Text prompt combination

n Image generation and collection

n Paired images selection
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n Evaluation

n Style Similarity (SS)

n Text Alignment capability (TA)

n Image Quality (IQ)

n Subjective Preference (SP)
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Quantitative Comparisons
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Ablations
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Applications
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Ablations
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Thanks!
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BLIP2 pre-training


