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Aim and Challenge

> Problem: Translating raw descriptions to corresponding images
Descriptions can be complex and challenging

- descriptions may be abstract.

- descriptions may have multiple meanings which are hard to be
semantically aligned.

- translated images should be impressive.
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This 1s an old
man with beard.

Generate




Aim and Challenge

» Existing works:
There’s a trilemma among
- semantically alignment
- open-world words

- Image quality

Our work aims at dealing with this trilemma.



Aim and Challenge

> How to deal with these challenges?
Pretrained large scale models!
- challenge of semantics:
Contrastive Language-Image Pretraining (CLIP)
- challenge of image quality:
StyleGAN



Method

» Main ldea: transmit semantics through the pretrained models:

Input Texts

(1) — CLIP Text Embeddings (CTESs)

(2) — CLIP Image Embeddings (CI/ES)

(3) — StyleGAN Z Space Embeddings (SEs)

(4) — Translated Images



Method

Main ldea: transmit semantics through the pretrained models:

>

Input Texts
(1) — CLIP Text Embeddings (CTESs)
(2) — CLIP Image Embeddings (C/Es)
(3) — StyleGAN Z Space Embeddings (SES)
(4) — Translated Images
Projection (1) and (4) can be done with existing models.
(1): CLIP Text Encoder
(4). Pretrained StyleGAN



Method

> Pipeline: two projections within the latent spaces of the pretrained models.

r, . . . .
(b) Projection Embedding with Prompt
[nput Raw Description CLIP
“This old man has white beard. P\ Text Embedding Output “This old man has
He wears glass. He frowns. ” ; O [1lustration white beard. He
CLIPr _ by wears glass. He
( R O el - Stylization frowns. ”
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(a) Prompt Embedding Design
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(c) Image Generation from Embedding )

- text embeddings to image embeddings
- CLIP to StyleGAN



Method

> Pipeline: two projections within the latent spaces of the pretrained models.

(b) Projection Embedding with Prompt

[nput Raw Description CLIP
“This old man has white beard. Text Embedding Output “This old man has
He wears glass. He frowns. ” [1lustration white beard. He
by wears glass. He
( Stylization frowns. ”
| ‘a normal human face”
|
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(a) Prompt Embedding Design (c) Image Generation from Embedding )
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- text embeddings to Iimage embeddings
- CLIP to StyleGAN



Method

> Pipeline: two projections within the latent spaces of the pretrained models.

r, . . . .
(b) Projection Embedding with Prompt
[nput Raw Description CLIP
“This old man has white beard. F\ Text Embedding Output “This old man has
He wears glass. He frowns. ” ; O [1lustration white beard. He
CLIPr _ by wears glass. He
( R O e Stylization frowns. ”
| “a normal human face” p-/ »
|
\

o Sampling - in { (28 |
‘ ~—|StyleGAN [—| CLIP; |— r ) Projection StyleGAN
/ “

(a) Prompt Embedding Design
\

(c) Image Gerjeration from Embedding )

- text embeddings to image embeddings
- CLIP to StyleGAN



Method

> The First Projection: Text Embeddings to Image Embeddings

CLIP has two latent spaces:
- Text latent space
- Image latent space
Semantically aligned text-image pairs will have embedding

pairs which have small cosine distances.
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Method

> The First Projection: Text Embeddings to Image Embeddings

b) Projection Embedding with Prompt |

CLIP
Text Embedding

(
|
Due to the character of CLIP, for two pairs

of matched texts and images, we have:
CTEi —CTE>» =CIE{ —CIE» (1)

If we can find a semantically aligned pair of

/CLIP
Image'\Embedding
i

O 0O

representative embeddings, we can project

input CTEs to corresponding CI/ES.

F BB BRI B
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Method

> The First Projection: Text Embeddings to Image Embeddings

ﬁb) Projection Embedding with Prompt |

The “representative” pair is a prompt pair

CLIP
Text Embedding

to latent projection. We have:
CIEinput — CIEprompt + (CTEinput — CTEprompt) (2)

In practice, we use:
CIEinput — CIEprompt Ta- (CTEinput — CTEprompt) (3)

/CLIP
Image\Embedding
i

O 0O

To control the distinctiveness of the

F N BN B

projection.
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Method

> The First Projection: Text Embeddings to Image Embeddings

How to find the prompt embeddings”?

1’ . | e i =
Because they are “representative”, (7, .o /’j -

|
they should have the largest average | |
||

. . . . . |
cosine similarity to all the embeddings. - _—1 [ : |
: ‘am;mgn StyleGAN |—| CLIP; | :

|
max z = — Z Y- Xi (4) (@) Prompt Embedding Design 1 -
Y n <yl - |xil

s.t.|y| = ()
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Method

> The First Projection: Text Embeddings to Image Embeddings
We can simplify Egn. 4 as:

n
1 .
— . . {
m!'E/iX Z = y n I_E 1f X (6) “a normal human face” > /_J
.-l-'--'"'-q..___h.

/

which is the equation of a hyperplane.

z Will be biggest at the time of the

\

Sampling
‘ > —|StyleGAN |—| CLIP;
\ __..--"'"-—--

hyperplane (Eqn. 6) and the hypersphere | (a) Prompt Embedding Design

— R R (| R R R R R R R R

(Egn. 5) are tangent. At this time,

, 1% y’
— .X", — P
7/ n; "y

(7)
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Method

> The First Projection: Text Embeddings to Image Embeddings

For images, we can sample a large

number of images by StyleGAN and

“a normal human face” -

calculate image prompt embedding

v

through Eqgn. 7.

\

For texts, we can simply specify a

Sampling
‘ > —|StyleGAN |—| CLIP;

k[a) Prompt Embedding Design

sentence which contains the meaning of

“general” or “normal” like “A normal

human face.”.
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Method

> The Second Projection: CLIP Embeddings to StyleGAN Embeddings

We build a NN to learn the projection. The training pairs are easy to get.

The network architecture 1s shown below.

? ? E : Full Connected Layeri
~ % N % X o E | BatchNorm Layer |
Sl IR NEIRO M I R R :

& & ' [] Dr t :

= = oo :
— — OConcatenate :

Dense Block

Lo

?w
VLI
=
}
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Method

> The Second Projection: CLIP Embeddings to StyleGAN Embeddings

The training loss consists of 3 parts.

Basic constraint of the network:

Lll — HSEpred — SEtrueHI (8)
Semantic consistency loss:
LSEHI_COHS — COSDiS(CIEfnput, CLIPI(G(SEPI‘Ed))) (9)

The regularization loss which ensures the predicted SE is in the StyleGAN
Z space:

Lreg — Hmean(SEpred)Hl + HStd(SEpred) - 1”1 (10)

The total loss is the combination of the three losses.
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Method

» Cartoonlization at Last

In order to use the translation results as illustrations, our pipeline can apply

a stylization module to convert the realistic images to cartoon images.

Output “This old man has
[llustration white beard. He
by wears glass. He
Stylization frowns. ”
p
C25 SE

T Projection StyteGAN
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Experiments

» EXxperiments
- Texts containing only limited words.
- Texts containing open-world words.
- Diverse results on one same text input.
- Non-face results and cartoon results.

- Manipulation results on generated images.
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Experiments

: This man has She has black
he is black man She has black
wsmf;: Iﬂjnadcshe brown hair. He  hair. She wears
has black hair  Wears eveglasses.  lipstick. She has
' Heissmiling. bushy eyebrows.

This woman has
straight hair and
chubby face.

» Texts Containing Limited Words:
Our method is based on CLIP which

PCM-Frame
(Ours)

can deal with open-world words.

But in order to compare with the

StyleCLIP

methods which cannot process open-

world words, we first show the

TediGAN-B

translation results containing only the

words of Multi-Modal CelebA dataset.

DF-GAN
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Experiments

This 1s a young She 15 a white Nancy 1s an
woman. Lily Bart 1s Y .
man. He has : around 16-18 He 1s a monk
_ a red-haired voung : _
oolden hair and vears old girl. who 1s bald. He
i woman of great : : -
slightly opened ; She is commonly  is young and
physical beauty. .
mouth. He has described as always
. Men are as drawn ; L :
oval face with having red-blond optimistic. He 1s
to her beauty as , . ,
. = beard. He has women are hair and blue a martial artist.
» Texts Containing Open-World ~ glass T eves |

threatened by it.

Words:

Then, we show the translation

results containing open-world words.

StyleCLIP

This task is more challenging.

TediGAN-B
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Experiments

> Diverse Results for One Single Text
Our method can generate diverse results with one input by taking

random SEs in certain layers of StyleGAN. The results are shown.

This man
has beard

and gray
hair.

ﬁ

She 1s a

cute girl
with white
skin and
big eyes. N
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Experiments

> Diverse Results for One Single Text
Our method can also translating non-face images as long as we

have the corresponding pretrained generative model.

Realistic Result Illustration Realistic Result [llustration
= - . Nl

') 2 *. ol

This 1s a church 1in
the dusk. Yellow
and dim light falls
on the church.
There 1s no cloud

This cat has long
hair. Its paws are
straight and in
front of its body.
Its hair 1s orange.

in the sky.
Here is a gloomy Here 1s a fat cat
church. This is a with white and
Gothic church grey hair. It looks
with spires. The vigilant. Its ears
skv 1s gray. stand straight.

The church has
white walls and

black roof It has
one tall tower.

The sky is as blue
as the sea.

This 1s a cat with
black and white
hair. It stands

before a vellow
wall
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Experiments

> Manipulation Results on Generated Images

Our method can also be used to manipulate the generated images

via the equation below:

CIEmrget = CIEorigin Ta- (CTEtarget — CTEorigin)

Generated Image +black har +smile -glasses +big eves

!_'hFI
- o
L

|

Aface. A face. . A face with glasses. A face.

An old man with beard. A face with black hair. A smiling face. A face. A face with big eyes.
a =05 a=03 a = 0.25 a=02
Generated Image +bright skin -mouth open -happy +glasses

: A face. A face with an open mouth. A happy woman. A woman.
A woman with black ; ; et PP} ;
hair A face with bright skin. A face. A woman,. A woman with glasses.
' a =04 a=0.6 a=05 a = 0.15

(11)
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Experiments

> Ablation Studies
The ablation consists of 2 parts.

First, we demonstrate the efficiency of the proposed loss functions.

w/ 11 loss  w/ 11 loss & reg loss  w/ all losses

This 1s an
old man .
with beard. A0
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Experiments

> Ablation Studies
The ablation consists of 2 parts.

Second, we demonstrate the efficiency of the proposed prompts.

Image prompt  Text prompt from
with zeros as SE CelebA-MultiModal

Our prompts

Lucie has pretty
figure, a quantity
of golden hair and &
a pair of blue eyes.

She has brown
eyes, pale skin.
She 1s famous for
her fashionably
small waist.
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Conclusion

» A framework to translate raw descriptions into images with high
semantic consistency, quality and fidelity.

» The first to use prompt-based method to project text embeddings

to Image embeddings.
- The method of using prompt embeddings.

- The design of prompt embeddings.

217



\ STRUCT @PKU _ :5 | Microsoft

Spatial and Temporal Restoration, Understanding and Compr

ACM
Multimedia 2022
Lisbon, Portugal | 10-14 October

Thank You

Presenter: Yiyang Ma
myy12769@pku.edu.cn

’ -
1|

o
L

LI L
"% |
-

o



	幻灯片编号 1
	幻灯片编号 2
	幻灯片编号 3
	幻灯片编号 4
	幻灯片编号 5
	幻灯片编号 6
	幻灯片编号 7
	幻灯片编号 8
	幻灯片编号 9
	幻灯片编号 10
	幻灯片编号 11
	幻灯片编号 12
	幻灯片编号 13
	幻灯片编号 14
	幻灯片编号 15
	幻灯片编号 16
	幻灯片编号 17
	幻灯片编号 18
	幻灯片编号 19
	幻灯片编号 20
	幻灯片编号 21
	幻灯片编号 22
	幻灯片编号 23
	幻灯片编号 24
	幻灯片编号 25
	幻灯片编号 26
	幻灯片编号 27
	幻灯片编号 28

