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Auto-Encoder
 Compression
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Varitional Auto-Encoder (VAE)
 Generation
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VAE
 ELBO
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Hybrid VAE
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 VAE is blurry
 Learning from GAN

 Too Complex



IntroVAE
 Real  minimizing KL ; Generated  maximizing KL

 Encoder: Maximizing KL of generated samples
 Decoder: Fooling the Encoder  Generating samples minimizing KL
 Nash equilibrium

 p_G = p_data
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IntroVAE
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IntroVAE
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Soft-IntroVAE
 IntroVAE is hard to train

 Can’t reproduce

 Soft-IntroVAE
 Utilizing the complete ELBO term instead of just the KL
 Replacing the hard threshold with a soft exponential function over the 

ELBO
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Soft-IntroVAE
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Soft-IntroVAE
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Analysis
 Nash equilibrium



 No longer converging to p_data, but regularized by entropy

 Math is hard…
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Experiments
 2D Toy Dataset
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Experiments
 Training Stability

 Probably due to the choice of m is sensitive
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Experiments
 Image Generation

 Architectures
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Experiments
 Image Generation

 Cifar-10
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Experiments
 Image Generation

 CelebA-HQ and FFHQ datasets
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Experiments
 Image Generation

 Interpolation in the latent space
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Experiments
 Image Generation

 Interpolation in the latent space
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Experiments
 Image Translation

 Architectures
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Experiments
 Image Translation

 Cars3D and KTH
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Experiments
 Out-of-Distribution (OOD) Detection

 Cifar-10 & SVHN
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Conclusion
 Improve the training of IntroVAE

 A deeper theoretical understanding of IntroVAE
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