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Website: https://bmild.github.io/rawnerf/
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Background-Image Processing
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Demosaicing algorithm

Design different interpolation formulas for different patterns



Background-Image Processing
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The noise in raw image

Source of the noise

n “shot” noise: photon arrivals are a Poisson process

n “read” noise: noise in the readout circuitry

Model of the noise

the distribution of the error is zero-mean.

Alessandro et al. Practical poissonian-gaussian noise modeling and fitting for single-image raw-data, TIP 2008.
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Method
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RawReRF Pipeline
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The problem of L2 loss for training raw image

Muddy dark regions.   Why?
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A simple way: 

passing both the rendered estimate !𝑦 and noisy observed intensity 𝑦

through a tonemapping curve 𝜓 before the loss is applied

The nonlinear tonemap will introduce bias

that change the noisy signal’s distribution.

Noise is not zero-mean.
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A better way: 

To converge to an unbiased result

Using a locally valid linear approximation for the error term

Note that author choose to linearize around !𝑦 because, unlike the noisy observation 𝑦, !𝑦 tends 

towards the true signal value 𝑥! = 𝐸[𝑦!] over the course of training.
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The weighted L2 loss:
weight

𝑠𝑔(·) indicates a stop-gradient 

that treats its argument as an constant with zero derivative
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Experiment-denoising
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Failure modes of NeRF on a daytime indoor scene



Experiment-denoising
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ablation study 

on synthetic scene
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Experiment-denoising
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Every deep denoiser uses pretrained model weights



Experiment-application
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Synthetic defocus, modifying exposure and tonemapping

Video website: https://bmild.github.io/rawnerf/img/candle_focus_crop.mp4
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Conclusion
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Contribution:
• Proposing a method for training RawNeRF directly on raw images that can handle high 

dynamic range scenes as well as noisy inputs captured in the dark.

Future work:
• Jointly optimize RawNeRF and calculate the input camera poses

• Training on raw images with variable exposure



Thanks for watching.
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